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ABSTRACT: Improvements in hardware, communication technology and database have led to the 
explosion of multimedia information repositories. In order to provide the quality of information retrieval 
and the quality of services, it is necessary to consider both retrieval techniques and database 
architecture. 

This paper presents the project named VLSHDS-Very Large Scale Hypermedia Delivery System. The 
quality of textual information search is enhanced by using NLP techniques. The quality of service over a 
large-scale network is provided by using AHYDS-Active HYpermedia Delivery System-framework. 
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บทคัดยอ: การพัฒนาเทคโนโลยีฮารดแวร เทคโนโลยีสื่อสาร และฐานขอมูลไดนําไปสูการเติบโตอยางรวดเร็วของการจัดเก็บขอมูล
แบบหลายสื่อ เพื่อใหการบริการขอมูลและการสืบคนขอมูลมีคุณภาพและประสิทธิภาพ เราจําเปนตองพิจารณาทั้งทางดานเทคนิคการ
สืบคนขอมูลและสถาปตยกรรมฐานขอมูล  

บทความฉบับนี้นําเสนอผลงานวิจัยภายใตโครงการที่ชื่อวา ระบบจัดสงขอมูลหลายสื่อขนาดใหญ    (VLSHDS) ดวยเทคนิคการ
ประมวลภาษาธรรมชาติในระดับคํา และระดับวลี สามารถยกระดับคุณภาพของการสืบคนขอมูล ดวยเทคโนโลยีของระบบจัดสงขอมูล
หลายสื่อแบบแอคตีฟ สามารถเพิ่มคุณภาพการใหบริการขอมูล 

คําสําคัญ : การสืบคนขอสนเทศ การสืบคนขอมูลเอกสาร การสรางดัชนีหลายระดับ การแยกประเภทเอกสาร ระบบจัดสงขอมูลหลาย
สื่อขนาดใหญ 
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1. Introduction 
Improvements in hardware, communication technology 
and database engines had led to the expansion of 
challenging interactive multimedia applications and 
services. Typical examples of applications include on-line 
news, digital libraries and web-based information 
involving multi-dimension multimedia document 
repositories. These systems combine various media 
content with hyperlink structures for user query or 
navigation. Most of them store contents inside the database 
systems supporting extenders in order to add application 
data types with their access methods. Moreover, there is no 
vertical integration between application plug-ins and the 
database kernel itself. This limitation is an underlying 
reason for further improvements [6,8,16,17,18]. AHYDS- 
The Active HYpermedia Delivery System is one of a new 
wave of database kernels [4,7,15] that facilitates the access 
to multimedia documents according to the user’s 
requirement and application’s features over a wide 
spectrum of networks and media [1]. 

The VLSHDS-Very Large Scale Hypermedia Delivery 
System is the project between NACSIS and NAiST [2,10] 
which is aimed to integrate both the quality of data 
management service and the quality of textual information 
retrieval. The VLSHDS platform is , then, based on 
AHYSD which  provides a framework for open data 
delivery service, communication service, query execution 
service and supervision service. The quality of full text 
retrieval services has been enhanced in both precision and 
recall by integrating NLP techniques for document and 
query processing. 
Section 2 gives an overview of the VLSHDS. The 
implementation of document processing, query processing 
and retrieving processing are described in section 3, 4 and 
5 respectively. Section 6 gives the conclusion and briefs 
the next step of the project. 
 
2. An Overview of the Very Large 

Scale Hypermedia Delivery Systems 
The key architectural components in the VLSHDS 
platform used as textual database platform is shown in 
Figure 1. The system consists of a client/server three tiers 
architecture. At Client side, queries are sent to the server 
by using the AHYDS communication support [11]. At the 

server side, there are three main components: Document 
Processing, Query Processing and Retrieving Processing. The 
Document Processing based on the Extended Binary Graph 
(EBG) structure provides multilevel indices and document 
category as document representation. The Query Processing 
provides query expansion based on query guide. The Retrieval 
Processing computes the similarity between queries and 
documents and returns a set of retrieved documents with the 
similarity scores. 

 
3. The Role of NLP in Document 

Processing 
To enhance the performance of full text retrieval service, good 
representation of each document should be provided, i.e., multi-
level indices and document category. Multi-level indices will 
increase the retrieval recall without the degradation of the 
system precision and document category will be used for 
pruning irrelevant document or increase precision while 
decreasing the searching time. 

The primary problem in computing multi-level indices and 
category as document representation is a linguistic problem. The 
problems frequently found, especially in Thai documents, are 
lexical unit extraction including unknown word, phrase 
variation, loan words, acronym, synonym and definite anaphora. 

Accordingly, to be more successful, NLP components, i.e., 
morphological analysis and shallow parsing should be 
integrated with statistical based indexing and categorizing 
 
3.1 The Architecture of NLP based Document 
Processing 
Figure 2 shows the overview of Thai document processing. 
There are two main steps: multilevel indexing and document 
categorizing. Each document will be represented as 
 

Di = <Ip,It,Ic,Ci> 
 
Where Ip,It,Ic  are the set of indices in          

phrase, single term and conceptual level, 
respectively 

Ci is the category of an document i-th 
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Figure 1: The Architecture of the VLSHDS Platform for Textual 
Document Retrieval 
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Figure 2:  Overview of Thai document processing
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Figure 3:  Phrase Identification and Relation Extraction 
  

3.2 Automatic Multilevel Indexing 
As shown in Figure 2, automatic multilevel indexing 
consists of three modules: lexical token identification, 
phrase identification with relation extraction, and 
multilevel index generation. Each module accesses 
different linguistic knowledge bases stored inside the EBG 
data structure. 

3.2.1 Lexical Token Identification 
The role of lexical token identification is to determine 
word boundaries, and to recognize unknown words, such 
as proper names and loan words, i.e., technical terms in 
Thai orthography. Based on [12], lexical tokens are 
segmented and tagged with part of speech. Based on [13], 
loan word will be solved. 

3.2.2 Phrase Identification and Relation 
Extraction 

In order to compute multilevel indices, phrase 
identification and relation extraction are needed. The 
relation between terms in the phrase will be extracted in 
order to define indices in single term level and conceptual 
level. There are two kinds of relations: head-modifier and 
non-head-modifier (or compound noun). If the relation is 
head-modifier, the head part will be the single term-level 
index while the modifier will not be used as index. If the 
relation is compound noun, there is no single term-level 
index. The conceptual level indices, then, will be produced 
from the head of phrase or compound noun by accessing 
Thai wordnet. 

The problems of this step are that (1) how to identify 
phrase without deep parsing for the whole text, (2) how to 

distinguish between noun phrase and sentence which may have 
the same pattern and (3) how to extract the relation between 
terms in phrase. 

Figure 4: Noun phrase rules 

NP <- cn + cn + (cn) กลวยไมปา 
NP <- cn + {cn, pn} ประเทศไทย 
NP <- cn + v + (cn) วิทยุกระจายเสียง 
NP <- cn + (cn) + mod น้ําปลาหวาน 
NP <- cn + prep + cn คุณคาทางอาหาร 
NP <- cn + v + v คาใชจาย 
NP <- cn  + num + cl สัตวสองเทา 
NP <- cn + NOM อุตสาหกรรมการกลั่นสุรา 
NOM <- prefix + vp การกลั่นสุรา 

To solve the problems mentioned above, the algorithm of phrase 
identification and relation extraction consists of three main steps 
(see Figure 3): 

The first step is the candidate index selection which is based on 
Salton’s weighting formula [9], then, the second step is the 
phrase boundary identification by using statistical based NLP 
technique. This step will find phrase boundary for a set of 
candidate indices(provided from the first step) by using NP 
rules (see Figure 4) 

At this step, we can describe as 4-tuple: 
 {T, N, R, NP} 

where 
T     is the set of candidate terms 

      which have weight wi > θ 
      (θ is a threshold) 

N     is the set of non-terminal 
R  is the set of rules in the grammar 
NP  is the starting symbol 

   
The third step is the relation extraction. After the boundary of 
phrase(s) is identified, we need to compute the relation between 
a set of words in the phrase in order to find whether that NP is 
head-modifier NP or compound. If the frequency of each word 
of candidate NP has the same frequency (see Figure 5) then 

relation of that NP is compound noun, otherwise relation of that 
NP is head-modifier pair. Head is the term(s) with highest 
frequency. Modifier is the term(s) with lower frequency. 

w1w2w3w4 
 f1 f2  f3  f4 

head  modifier 
  w1     w2w3w4 

compound
w1w2w3w4 

; f1 = f2 = f3 = f4 

; f1 > f2, f3, f4 

Figure 5:  Relation Extraction 

The detail of the algorithm is given in Annex 1. 

3.2.3 Multilevel index generation 
At this step, each document Di is summarized and represented 
in the EBG data structure as a vector of numeric weights, i.e.: 
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The parallel processing of the document is providing by the 
AHYDS engine using the EBG data structure. Each level of 
index of each document is computed dependently but 
independently from other document.  
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where 

More details of the algorithm of multilevel index generation is 
given in Annex 2. 

Figure 7 shows the comparison between multilevel indexing and 
traditional indexing system Phrasal level indices (Ip) consist of set of the phrases 

extracted by using noun phrase rules. Single term level 
indices (It) are the head of each index token in the phrasal 
level. Conceptual level indices (Ic) are the semantic 
concepts of each single term level index, given in Lexibase 
[14].  For example, the document concerns about มะนาว 
(lemon), may keep “มะนาวไข” (A kind of lemon) as phrasal 
level and keep “มะนาว” (Lemon) as single term level and 
“พืช” (Plant) as conceptual level. 

Using multilevel indexing, “egg” would not be retrieved, while, 
in traditional IR, it will be retrieved which degrade the 
performance of the system. 

3.2.4 Document Classification 
Even though multi-level indices can cover a very wide range of 
document retrieval without degradation of system performance, 
document clustering for pruning irrelevant documents is still 

necessary in order to increase precision and decrease searching 
time.  

><= ictpi CIIID
iii
,,,Figure 6 shows the process of Multilevel Index Generation 

consisting of phrase level, single term level and conceptual 
level for each document. 

Text categorization or document clustering consists of two 
parts: a prototype learning process to provide prototypes for 
each cluster of documents and a clustering process, which 
compute the similarity between input document and prototype 
(see Figure 8). 
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The algorithm of document clustering is summarized in Annex 
3. 

 
4. Query processing 
In order to obtain those documents, which have the best match 
with a given query, we also need a “query guide”. Query Guide 
is applied by using the cluster hypothesis and query expansions. 
Our method apply Word-Net for reconstructing query by adding 
more general term/concept. For example  

Figure 6:  Multilevel Index 
Generation

In each level of index we use Salton’s Weight 
normalization [15] as shown below is used for computing 
weights. 

Query = “น้ําดอกไม.” (proper name: the name of mango) and its 
general term (from Word-Net) is “มะมวง” (mango). After 
expansion, the new query is “มะมวง-น้ําดอกไม” (The phrase 
contains of mango and its specified name). 
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5. Retrieval Processing 
The following retrieval process is implemented for enhancing 
the performance of the system (see figure 9): 

tfk
m  =  Number of index terms k in document m 

nk    =  Number of documents that contain term k 
Nd   =  Number of documents in the collection 
l      =  Number of index terms 
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     Multilevel Indexing                                                        Traditional Indexing System 
 
Index Level        Query                                                                  Query                  Meaning 
 
Phrase level               มะนาวไข                                                                                 มะนาวไข            A kind of lemon named (“Egg lemon”) 
 
Single term level        มะนาว                                                                                     มะนาว                Lemon 
 
                                   ไข                                                                                            ไข                       Egg 
 
Conceptual level        พืช                                                                                           พืช                      Plant 

 
Document 

About 

มะนาวไข 
(A kind of 

lemon) 

Figure 7: Example of how Multi-Level Indexing can enhance performance 

  
  
 

New document 

Initial learning data 

Compute similarity of document
IF it is not similar THEN 
     Add this document to  
     unknown category 
ELSE 
     Adjust weight vector in Pc  

Prototype class 
(Pc) 

ith i ht t

Represent document
into weight vector 

Learning Process 

1. Compute a candidate set of documents by matching 
the input queries with the inverted index file. 

2. Select a candidate set of documents which have the 
same category as the query. 

3. Calculate the  similarity between the queries of the 
documents which come from the intersection of the 
sets of documents in 1 and 2. 

4. Return a set of retrieved document with the similarity 
scores. 

 
6. Conclusion and Future Work 
Figure 10 shows the difference between a set of index with 
applying and without applying NLP techniques. Figure 8: Text Categorization process 
At the current state, knowledge acquisition is processed 
manually by linguists. Next step it will be provided by 
semi-automatically. The domain of documents is limits in 
computer area. However, it will be extended to cover 
agriculture and general news area. 

 
 
 

A  = The set of all documents 
B  = The set of documents by matching the
input queries with the inverted index file. 
C = The set of documents which have the 
same category as the query. 
D = The documents which come from the
intersection of the sets of documents in set
B and set C 

B   D  C
A  
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 Annex 1  

 

Algorithm Phrase Identification and Relation Extraction 
 
Input:  a list of lexical token  w1, w2, …, wn  
             with set of POS tag information Ti = {t1, t2, t3, …, tm},  
             frequency fi and weight Wi for each word 
 
Output: set of candidate index NPs with head-modifier relation 
               or compound relation 
 
Candidate Index Selection:  

Selecting candidate index by selecting term which have weight wi > θ  
(θ is an index threshold) 

 
Phrase boundary identification: 

FOR each candidate term DO 
                          Apply NP rule to find boundary 
                          IF can not apply rule directly 
                               Consider weight of adjacent term wadj THEN 
                               IF adjacent term has weight wadj > φ 
                                    (φ is a boundary threshold)            THEN 
  Extend boundary to this term 
                              ELSE 
                                   IF this adjacent term in the preference list 
                                       Extend boundary to this term                  THEN 
                                     
Relation Extraction: 

FOR each candidate index phrase DO 
                           To find internal relation we consider term frequency 
                           in each phrase 
                          IF the frequency of each word of candidate NP 
                               has the same frequency                                  THEN 
                              Relation of this NP is compound noun 
                          ELSE 
                              Relation of this NP is head-modifier pair : 
                              Head is the term(s) with highest frequency. 

                              Modifier is the term(s) with lower frequency. 
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Annex 2 

Algorithm Multilevel Index Generation 
 
Input:     1. A list of lexicon token provided by Lexicon Token Identification   
                    and Extraction process w1, w2,…., wj  with  its frequency fwi  and 
                    weight wwi . 
                2. A list of candidate Phrasal indices with  
                    head-modifier relation or compound relation.    
 
Output:  Index weight vector as document representation 
 
  Di   = {Ipi, Iti, Ici} 

Where 
  Ipj  = {wp1, wp2, …, wpj} 

 Itj  = {wt1, wt2, …, wtj} 
Icj  = {wc1, wc2, …, wcj} 

 
Phrasal Level Indexing: 

FOR each candidate Index NP DO 
             Recompute Phrase weights in whole documents 
          IF phrase weight > θ (θ is index threshold) 
               Keep sorted Phrase index token              THEN 
 
Single Term Level Indexing: 

FOR each candidate phrase index NP OR each single term DO 
         IF  tokens of candidate phrasal index 
               Extract the head of the token         THEN 
     Recompute weight 
         ELSE 
               FOR each lexicon token that not appear in phrasal level DO 
        Recompute weight 
        Keep sorted Single term indices 
 

Conceptual Level Index: 
 FOR each single term index DO 
                           Find Semantic Concept of each single terms 
                           Recompute weight 
          Keep Sorted Conceptual Level Index 

 



NECTEC Technical Journal, Vol. II, No. 7 57

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
A  

∑
=

=
l

j j

dm
j

x

dm
x

m
x

n
N

tf

n
N

tf
W

1
log

log







= '

0

ck
ck W

W
'

ck

∑
∈

−=
cRi

m
x

c
cx W

R
W 1' β

∑
=

=
l

j j

dm
j

x

dm
x

m
x

n
N

tf

n
N

tf
W

1
log

log

∑ ∑

∑

=

==
t

k k

m
p

t

k

m
p

i

W

WW
CDS

1

2

1

*)(

*(
),( α

Algorithm Document Clustering 
 
Input:      single term indices and phrase indic
 
Output:   Document representation in <Ipi, Iti, 
   
Learning Process:  

Define prototype class e.g. Comput
FOR each documents DO 

          Compute weight vector of sin
 
 
 
 
 
 
 
 
 
 

FOR each prototype class DO 
         Compute weight vector of sin

 
 
 
 
 
 
 
 
 
Classification: 

FOR new document input DO 
         Compute weight of phrase ind

 
 
 
 
 
 
 

         Compare weight with each Pr
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FOR each C, DO 
                          IF S(Di, C) > θt THEN    

             Store document into Protot
 

Otherwise

If  W  

Wck  = Weight of Single term
Wk

m
 = Weight of Single term

Wcp  = Weight of Phrase p in
Wi

m = Weight of Phrase p in
α = [0, 1] 
β = [0, 1] 
α + β = 1 
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es with their frequencies 

Ici, Ci> 

er, Agriculture, News etc. 

gle term/phrasal indices by using 

gle term indices by using Rocchio’s algorithm is used [3, 5]: 

ex and weight of single term index by using formula: 

ototype Class by using the dot product formula  

ype Pc  and adjust weight in Prototype Class. 

Wx
m = Weight Vector of phrase indices x in document mth  

 x = k    mean Single term  index 
x = p    mean Phrasal index 

tfx
m  =  {0 if fx

m = 0, log(fx
m) + 1 otherwise} 

nk    =  Number of documents that contain term k 
Nd   =  Number of documents in the collection 
l      =  Number of index terms 

Wcx = weight of term k in the prototype Pc for class. 
           x  = k = Single Term index 
           x  = p = Phrasal index  
Wx

m = weight of term k indexing for each document
    x  = k = Single Term index 
    x  = p = Phrasal index  
= set of training documents belonging to class c 

Rc   = set of documents not belonging to class c  
(Note:  β   = 16, γ  = 4  [Buckley et al., 1994]) 

 

  > 0 

Wx
m = Weight Vector of phrase indices x in document mth  

 x = k    mean Single term  index 
x = p    mean Phrasal index 

tfx
m  =  {0 if fx

m = 0, log(fx
m) + 1 otherwise} 

nk    =  Number of documents that contain term k 
Nd   =  Number of documents in the collection 
l      =  Number of index terms 

 k in the Prototype Pc for class  
 k in document mth 

 Prototype Pc for class 

 document mth 
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